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Overview and Historical Notes

‣ Initial AI systems are based on the definition of formal systems (logic, 
knowledge base, etc.). 

‣ Several artificial intelligence projects have sought to hard-code knowledge 
about the world in formal language. 

‣ Difficult to list rules for very large number of situations. 

‣ Some rules might also not be possible to be codified given the sheer 
complexity of the world. 

‣ However note: recent developments in combining deep learning and symbolic 
AI. 

‣ Very open field of research at the moment.
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Abstract/Formal Tasks vs Intuition 

‣ Abstract and formal tasks that are among the most difficult 
undertakings for a human being are among the easiest for a 
computer. 

‣ Computers have long been able to defeat even the best chess player 
but only recently  have begun matching some of the abilities of 
average human beings to recognise objects or speech. 

‣ Much of human knowledge is about unstructured “inputs” (e.g., 
sensory data). 

‣ Computers need to capture this same knowledge in order to behave 
in an intelligent way.



Autonomous and Adaptive Systems 2024-2025 Mirco Musolesi

Extracting Patterns from Raw Data

‣ AI systems need the ability of acquiring their own knowledge by 
extracting patterns from raw data. 

‣ Usually, this capability is referred to as machine learning.  

‣ Machine learning allows computer systems to learn through data 
and experience. 

‣ Examples: naive Bayes, logistic regression, decision tree, random 
forest, etc.
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Representation and Features

‣ The performance of these algorithms depends heavily on the 
representation of the data they are given.  

‣ For example, in order to determine if a patient has a certain disease 
or not we can input certain physiological indicators (with thresholds, 
for example, temperature higher than 37.5C) and/or the presence of 
absence of certain symptoms. 

‣ Each piece of information included in the representation of the patient 
is called known as a feature. 

‣ A machine learning algorithm (let’s say logistic regression) learns how 
each of these features of the patient are linked to a certain condition.
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Representation and Features

‣ In this case features might be occurrences or not of certain words, formatting, length of the 
message or other information related to the email protocols. 

‣We can build a vector of values (continuous and discrete) representing each email. Each 
element of the vector will be associated to one feature. 

‣ Many artificial intelligence tasks can be solved by designing the right set of features. 

‣ However, for many tasks it is difficult to know what features should be extracted. 

‣ Thinks about identification of a photo, emotion in a voice of a speaker, understanding 
images of a road, playing a complex videogame (e.g., Starcraft). 

‣ Note: it is not only about the features themselves, but how the information is structured and 
“represented”: 

‣ Machine learning on Roman numbers is probably not a good idea.
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Figure 1.1: Example of different representations: suppose we want to separate two
categories of data by drawing a line between them in a scatterplot. In the plot on the left,
we represent some data using Cartesian coordinates, and the task is impossible. In the plot
on the right, we represent the data with polar coordinates and the task becomes simple to
solve with a vertical line. Figure produced in collaboration with David Warde-Farley.

One solution to this problem is to use machine learning to discover not only
the mapping from representation to output but also the representation itself.
This approach is known as representation learning. Learned representations
often result in much better performance than can be obtained with hand-designed
representations. They also allow AI systems to rapidly adapt to new tasks, with
minimal human intervention. A representation learning algorithm can discover a
good set of features for a simple task in minutes, or a complex task in hours to
months. Manually designing features for a complex task requires a great deal of
human time and effort; it can take decades for an entire community of researchers.

The quintessential example of a representation learning algorithm is the au-
toencoder. An autoencoder is the combination of an encoder function that
converts the input data into a different representation, and a decoder function
that converts the new representation back into the original format. Autoencoders
are trained to preserve as much information as possible when an input is run
through the encoder and then the decoder, but are also trained to make the new
representation have various nice properties. Different kinds of autoencoders aim to
achieve different kinds of properties.

When designing features or algorithms for learning features, our goal is usually
to separate the factors of variation that explain the observed data. In this
context, we use the word “factors” simply to refer to separate sources of influence;
the factors are usually not combined by multiplication. Such factors are often not
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Representation Learning

‣ One solution to this problem is to use machine learning to discover 
not only the mapping from representation to output but also the 
representation itself. 

‣ This approach is usually known as representation learning. 

‣ Learned representation often results in much better performance than 
can be obtained with hand-made representations.
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Factors of Variation

‣When designing features or algorithms for learning features, our goal is to 
separate the factors of variation that explain the observed data. 

‣ In  this context, we use word factors to refer to separate sources of 
information that are useful for the machine learning task at hand. 

‣ Such factors are often quantities that are not directly observed. 

‣ They are often unobserved (or latent) and they affect the observable 
ones. 

‣ Some of them might be linked to human constructs (e.g., the colour of 
an object) and other might not. In the latter case the factors might not 
easily interpreted by a human (see also the problem of AI interpretability).
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Factors of Variation

‣ Some factors of variations affect all the piece of information we have 
(for example angle of view of a car). 

‣We need to disentangle the factors that allow us to successfully 
perform the machine learning task and extract representations that 
are not affected by factors of variation that are not “useful” for the 
task. 

‣ For example, if we need to classify a car vs truck, the angle itself is 
not fundamental for the classification.  

‣We need a tool that learns to “ignore” that factor of variation.
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Deep Learning

‣ Deep learning address this problem of representation learning by 
introducing representations that are expressed in terms of other, 
simpler representations. 

‣ Classic example of deep learning model is the feedforward deep 
network (or multi-layer perceptron). 

‣ Please note: a multilayer perceptron at the end is a (complex) 
mathematical function mapping input values to output values. 

‣ This function is the result of combining several simpler functions in the 
intermediate nodes.
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Figure 1.2: Illustration of a deep learning model. It is difficult for a computer to understand
the meaning of raw sensory input data, such as this image represented as a collection
of pixel values. The function mapping from a set of pixels to an object identity is very
complicated. Learning or evaluating this mapping seems insurmountable if tackled directly.
Deep learning resolves this difficulty by breaking the desired complicated mapping into a
series of nested simple mappings, each described by a different layer of the model. The
input is presented at the visible layer, so named because it contains the variables that
we are able to observe. Then a series of hidden layers extracts increasingly abstract
features from the image. These layers are called “hidden” because their values are not given
in the data; instead the model must determine which concepts are useful for explaining
the relationships in the observed data. The images here are visualizations of the kind
of feature represented by each hidden unit. Given the pixels, the first layer can easily
identify edges, by comparing the brightness of neighboring pixels. Given the first hidden
layer’s description of the edges, the second hidden layer can easily search for corners and
extended contours, which are recognizable as collections of edges. Given the second hidden
layer’s description of the image in terms of corners and contours, the third hidden layer
can detect entire parts of specific objects, by finding specific collections of contours and
corners. Finally, this description of the image in terms of the object parts it contains can
be used to recognize the objects present in the image. Images reproduced with permission
from Zeiler and Fergus (2014).
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Deep Learning

‣ Until now, we have considered one of the possible interpretation of 
deep learning, i.e., that it allows to learn the right representation for 
the data. 

‣ Another possible perspective on deep learning is that depth enables 
a computer to learn a multi-step computer program. 

‣ Each layer of the network can be thought as the state of the 
computer’s memory after executing a set of instructions in parallel.
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Figure 1.5: Flowcharts showing how the different parts of an AI system relate to each
other within different AI disciplines. Shaded boxes indicate components that are able to
learn from data.
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Figure 1.4: A Venn diagram showing how deep learning is a kind of representation learning,
which is in turn a kind of machine learning, which is used for many but not all approaches
to AI. Each section of the Venn diagram includes an example of an AI technology.
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