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Computers and Brains

From: Stuart Russell and Peter Norvig. Introduction to Artificial Intelligence. 4th Edition. 2020.
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From Theories of Biological Learning to 
Deep Learning

‣ Three waves: 

‣ Cybernetics (1940s-1960s) 

‣ Connectionism (1980s-1990s) 

‣ Deep learning (2006-today) 

‣ Some of the earliest learning algorithms were intended to be 
computational models of the brain. As a result, one of the names 
used for deep learning is artificial neural networks (ANNs).



Autonomous and Adaptive Systems 2024-2025 Mirco Musolesi



Autonomous and Adaptive Systems 2024-2025 Mirco Musolesi

Artificial Neural Networks and 
Neuroscience

‣ The earliest predecessors of modern deep learning were simple linear 
models motivated from a neuroscience perspective. 

‣ These models were designed to take a series of  input values 
 and associate them to an output . 

‣ These models would be based or learn a set of weights: 

n
x1, x2, . . . , xn y

y = f(x, w) = w1x1 + . . . + wnxn
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Credit: Wikimedia
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Credit: Wikimedia



Autonomous and Adaptive Systems 2024-2025 Mirco Musolesi



Autonomous and Adaptive Systems 2024-2025 Mirco Musolesi



Autonomous and Adaptive Systems 2024-2025 Mirco Musolesi

The McCulloch-Pitts Neural Model

‣ In “A Logical Calculus of the Ideas Imminent in Nervous Activity” (1943), 
McCulloch and Pitts suggested a mathematical cognitive model.  

‣ This can be considered the original inspiration of current deep learning 
models. 

‣ The set of operations is defined over two values: 

‣ True (1) 

‣ False (0) 

‣ The calculus contained NOT, AND, OR. By changing the (fixed) values of 
the weights, you can obtain different functions.
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McCulloch-Pitts Model of Neuron

∑
…

x1

x2

xn

T

w2

wn

Heaviside Functionw1

In the McCulloch-Pitts model, the values of the weights are fixed.

y

Inputs Weights Outputs
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Hebb’s Law

‣ From Hebb’s “The Organization of Behavior” (1949): “When an axon 
cell A is near enough to excite cell B and repeatedly or persistently 
takes part in firing it, some growth process or metabolic change takes 
place in one or both cells such as that A’s efficiency, as one of the 
cells firing B is increased”. 

‣ This is usually referred to as “Hebb’s Law”. 

‣ First simulations of artificial neural networks in 1950s based on 
Hebb’s model. 

‣Weights of the models are also called synaptic connectivity.
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Hebb’s Model of Neuron
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The Hebbian network model 
has -node input layer: 

 
and an m-node output layer 

 

Each output is connected to 
all input as follow: 

 

The learning rule is the 
following: 

 

 is the learning rate. 

n
x = [x1, x2, . . . , xn]T

y = [y1, y2, . . . , ym]T

yi =
n

∑
j=1

wj,ixj

wnew
j,i ← wold

j,i + ηxjyi

η
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Rosenblatt’s Perceptron Model

‣ Frank Rosenblatt’s perceptron models the first one with variable 
weights that were learned from examples: 

‣ Learning the weights of categories given examples of those 
categories. 

‣ The perceptron was intended to be a machine rather than a program. 

‣ First implementation was actually for IBM 704.
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IBM 704
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Mark I Perceptron 

Built for image 
recognition 

400 photocells 
randomly connected 

to the neurons 

Weights encoded in 
potentiometers
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Limitations of Perceptrons

‣ Linear models have many limitations. 

‣ Most famously, they cannot learn the XOR function where 
 and  but  and 
. 

‣ This was observed by Minsky and Papert in 1969 in Perceptrons. 

‣ This was the first major dip in the popularity of neural networks.

f([0,1], w) = 1 f([1,0], w) = 1 f([1,1], w) = 0
f([0,0], w) = 0
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Neurocognitron and Convolutional Neural 
Networks

‣ Neuroscience can be an inspiration for the design of novel 
architectures and solutions. 

‣ The basic idea of having multiple computational units that become 
intelligent via their interactions with each others is inspired by the 
brain. 

‣ The neurocognitron introduced by Fukushima can be considered as a 
basis for the modern convolutional networks architectures. 

‣ The neurocognitron was the basis of the modern convolutional 
network architectures (see Yann LeCun et al.’s LeNet architecture).
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Connectionism

‣ The second wave of neural network research was in 1980s and started in the 
cognitive science. It was called connectionism or parallel distributed processing. 

‣ This followed the first winter (mid 70s-1980). 

‣ The focus was on devising models of cognition combining symbolic reasoning and 
artificial neural network models. 

‣ Many ideas are inspired by Hebb’s models. 

‣ The idea of distributed representation, i.e., using the raw data without devising 
features or pre-categorisation of the inputs was introduced by this research 
movement. 

‣ The other key contribution of connectionism was the development of the back-
propagation algorithm for training neural networks, which is central in deep learning.
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Second AI Winter and Current AI Summer

‣ The second wave of neural networks lasted until mid 1990s.  

‣ Loss of interest and lot of disappointment due to unrealistic goals 
led to a new “winter”. 

‣ During the second winter, a lot of work continued especially in 
Canada (and NYU). 

‣ The summer returned in 2006 when Geoffrey Hinton showed that a 
particular neural network called a deep belief network could be very 
efficiently trained (the strategy is called greedy layer-wise pre-training).
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Networks and Computational Graphs

From: Stuart Russell and Peter Norvig. Introduction to Artificial Intelligence. 4th Edition. 2020.
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Deep Learning Applications

‣ The number of application of deep learning is increasing everyday: 

‣ Image and video processing and vision; 

‣ Machine translation; 

‣ Speech generation; 

‣ Applications to many scientific fields (astronomy, biology, etc.). 

‣ See for example the problem of protein folding. 

‣ One of the biggest achievement is the extension of the domain of reinforcement learning. 

‣We refer to the convergence of deep learning and reinforcement learning as deep 
reinforcement learning. 

‣ Applications of deep reinforcement learning include games, robotics, etc.
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Convolutional Networks

‣ Convolutional networks are  
networks that contain a mix of 
convolutional layers, pooling 
layers and dense layers. 

‣ A convolutional layer is a layer of 
a deep neural network, which 
contains a convolutional filter. 

‣ A convolutional filter is a matrix 
having the same rank as the 
input matrix but a smaller shape.
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Convolutional Networks

‣ A pooling layer reduces a matrix (or 
matrices created by an earlier 
convolutional layer to a smaller 
matrix. Pooling usually involves 
taking either maximum or average 
value across the pooled area. 

‣ A pooling operation divides the 
matrix into slices and then slides 
that convolutional operation by 
strides. 

‣ A stride is the delta in each 
dimension of the convolutional 
operation.
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Convolutional Networks

‣ Pooling helps enforce translational 
invariance, which allows algorithms 
to classify images when the position 
of the objects within the images 
change, in the input matrix. 

‣ Pooling for vision applications is 
usually called spatial pooling. 

‣ Pooling for time-series applications 
is usually referred to as temporal 
pooling. 

‣ You can also hear the expressions 
subsampling and downsampling.
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Recurrent Neural Networks
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LSTMs

‣ It is a kind of RNN that does not suffer from the problem of vanishing 
gradients. 

‣ In fact, an LSTM can choose to remember part of the input, copying 
it over to the next time step and to forget other parts. 

‣ LSTM stands from long short-term memory. LSTM is a kind of RNN 
with gating units.
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Residual Networks
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Neuroscience and Deep Learning: Some 
Caveats

‣ Neuroscience can be an inspiration, but we should remember that we are trying 
to “engineer” a system. 

‣ Actual neurons are not based on the simple functions that we use in our systems. 

‣ At the moment, more complex functions haven’t led to improve performance 
yet. 

‣ Neuroscience has inspired the design of several neural architectures, but our 
knowledge is limited in terms of how the brain actually learn. 

‣ For this reason, neuroscience is of limited help for improving the design of the 
learning algorithms themselves. 

‣ Deep learning is not an attempt to simulate the brain!
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Deep Learning and Computational 
Neuroscience

‣ At the same time, it is worth noting that there is an entire field of 
neuroscience devoted to understanding the brain using mathematical 
and computational models. The area is called computational 
neuroscience. 

‣ AI and neuroscience are strictly linked and indeed understanding 
brain biology will lead to improvement in the design of AI systems. 

‣ This is currently an area of intense research.
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Superintelligence



Mirco MusolesiAutonomous and Adaptive Systems 2024-2025



Mirco MusolesiAutonomous and Adaptive Systems 2024-2025

Is the Singularity near?
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Conscious Machines
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Conscious Machines
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Alternative Minds
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The Brain-Computer Metaphor
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Attribution Notice

‣ Portion of the material in the slides about convolutional networks, 
recurrent networks are modifications based on work created and 
shared by Google and used according to terms described in the 
Creative Commons 4.0 Attribution License. 

‣ Source: https://developers.google.com/machine-learning/glossary/ 

‣ Attribution license: https://creativecommons.org/licenses/by/4.0/

https://developers.google.com/readme/policies
https://creativecommons.org/licenses/by/4.0/

