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Going Beyond Tabular Methods

‣ Tabular methods derive their name from the fact that the state-action 
space can fit in a table 

‣ Table with 1 row per state-action entry. 

‣ They are among the most-used methods in RL. 

‣ However, what happens if you can’t fit all the state-action entry in a 
table?  

‣We need function approximation rather than tables.
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Going Beyond Tabular Methods

‣ Function Approximation will provide a mapping between a state or 
state-action to a value function. 

‣ More precisely, a value-function approximation is a function with in 
input the state (or the state and action), which gives in output the 
value function for the state (or the state and action).
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From Theories of Biological Learning to 
Deep Learning

‣ Three waves: 

‣ Cybernetics (1940s-1960s) 

‣ Connectionism (1980s-1990s) 

‣ Deep learning (2006-today) 

‣ Some of the earliest learning algorithms were intended to be 
computational models of the brain. As a result, one of the names 
used for deep learning is artificial neural networks (ANNs).
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Artificial Neural Networks and 
Neuroscience

‣ The earliest predecessors of modern deep learning were simple linear 
models motivated from a neuroscience perspective. 

‣ These models were designed to take a series of  input values 
 and associate them to an output . 

‣ These models would be based or learn a set of weights: 

n
x1, x2, . . . , xn y

y = f(x, w) = w1x1 + . . . + wnxn
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Credit: Wikimedia
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Credit: Wikimedia
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The McCulloch-Pitts Neural Model

‣ In “A Logical Calculus of the Ideas Imminent in Nervous Activity” (1943), 
McCulloch and Pitts suggested a model about how thought executes.  

‣ This is the original inspiration of current deep learning models. 

‣ The set of operations is defined over two values: 

‣ True (1) 

‣ False (0) 

‣ The calculus contained NOT, AND, OR. By changing the (fixed) values 
of the weights, you can obtain different functions.
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McCulloch-Pitts Model of Neuron

∑
…

x1

x2

xn

T

w2

wn

Heaviside Functionw1

In the McCulloch-Pitts model, the values of the weights are fixed.

y

Inputs Weights Outputs
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Hebb’s Model of Neuron

∑
…

x1

x2

xn

w2,1

wn,1

w1,1
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∑
…
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xn

w2,m

wn,m

w1,m

… …

y1

ym

The Hebbian network model 
has -node input layer: 

 
and an m-node output layer 

 

Each output is connected to 
all input as follow: 

 

The learning rule is the 
following: 

 

 is the learning rate. 

n
x = [x1, x2, . . . , xn]T

y = [y1, y2, . . . , ym]T

yi =
n

∑
j=1

wj,ixj

wnew
j,i ← wold

j,i + ηxjyi

η
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Rosenblatt’s Perceptron Model

‣ Frank Rosenblatt’s perceptron models the first one with variables 
weights that were learned from examples: 

‣ Learning the weights of categories given examples of those 
categories. 

‣ The perceptron was intended to be a machine rather than a program. 

‣ First implementation was actually for IBM 704.
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IBM 704
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Mark I Perceptron 

Built for image 
recognition 

400 photocells 
randomly connected 

to the neurons 

Weights encoded in 
potentiometers
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Limitations of Perceptrons

‣ Linear models have many limitations. 

‣ Most famously, they cannot learn the XOR function where 
 and  but  and 
. 

‣ This was observed by Minsky and Papert in 1969 in Perceptrons. 

‣ This was the first major dip in the popularity of neural networks.

f([0,1], w) = 1 f([1,0], w) = 1 f([1,1], w) = 0
f([0,0], w) = 0
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Neurocognitron and (Convolutional) 
 Multi-layer Neural Networks

‣ Neuroscience can be an inspiration for the design of novel 
architectures and solutions. 

‣ The basic idea of having multiple computational units that become 
intelligent via their interactions with each others is inspired by the 
brain. 

‣ The neurocognitron introduced by Fukushima can be considered as a 
basis for the modern convolutional networks architectures. 

‣ The neurocognitron was the basis of the modern convolutional 
network architectures (see Yann LeCun et al.’s LeNet architecture).
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Connectionism

‣ The second wave of neural network research was in 1980s and started in the 
cognitive science. It was called connectionism or parallel distributed processing. 

‣ This followed the first winter (mid 70s-1980). 

‣ The focus was on devising models of cognition combining symbolic reasoning and 
artificial neural network models. 

‣ Many ideas are inspired by Hebb’s models. 

‣ The idea of distributed representation, i.e., using the raw data without devising 
features or pre-categorisation of the inputs was introduced by this research 
movement. 

‣ The other key contribution of connectionism was the development of the back-
propagation algorithm for training neural networks, which is central in deep learning.



SSM Course 2023-2024 Mirco Musolesi



SSM Course 2023-2024 Mirco Musolesi

Second AI Winter and Current AI Summer

‣ The second wave of neural networks lasted until mid 1990s.  

‣ Loss of interest and lot of disappointment due to unrealistic goals 
led to a new “winter”. 

‣ During the second winter, a lot of work continued especially in 
Canada (and NYU). 

‣ The summer returned in 2006 when Geoffrey Hinton showed that a 
particular neural network called a deep belief network could be very 
efficiently trained (the strategy is called greedy layer-wise pre-training).
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Deep Neural Networks
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Deep Neural Networks

Layer 1 Layer 2 Layer 3 Layer 4 OutputsInputs
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Deep Neural Networks

Layer 1 Layer 2 Layer 3 Layer 4 OutputsInputs

0 
1 
2 
3 
4 
5 
6 
7 
8 
9
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Deep Neural Networks

Layer 1 Layer 2 Layer 3 Layer 4 OutputsInputs

0 0 
1 0.05 
2 0.1 
3 0.05 
4 0.1 
5 0.5 
6 0.05 
7 0.05 
8 0 
9 0
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Deep Neural Networks

Layer 1 Layer 1 Layer 1 Layer 1 OutputsInputs

Q(s, a)
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Deep Neural Networks

Layer 1 Layer 1 Layer 1 Layer 1 OutputsInputs

Weights

Layer 1

Weights

Layer 2

Weights

Layer 3

Weights

Layer 4

The goal is to find 
the right values for 

these weights. 
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Deep Neural Networks

Layer 1 Layer 2 Layer 3 Layer 4
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Inputs
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Layer 3
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Layer 4 Loss Function


True

Targets
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Deep Neural Networks
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Deep Neural Networks
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Deep Neural Networks
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Nodes/Units/Neurons

f(w1x1 + . . . + wnxn + b)

x1

x2

. . .

xn

y

 is called the activation function,  is usually called the biasf b
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Activations Functions

‣ They are generally used to add non-linearity. 

‣ Examples: 

‣ Rectified Linear Unit: it returns the max between 0 and the 
value in input. In other words, given the value  in input it 
returns .  

‣ Logistic sigmoid: given the value in input , it returns 

. 

‣ Arctan: given the value in input , it returns .

z
max(0,z)

z
1

1 + ez

z tan−1(z)
Credit: Wikimedia
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Nodes/Units/Neurons

relu(w1x1 + . . . + wnxn + b)

x1

x2

. . .

xn

y

Note that here the function in input of relu is 1-dimensional.
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Softmax Function

‣ Another function that we will use is softmax.  

‣ But please note that softmax is not like the activation functions that we discussed 
before. The activations functions that we discussed before take in input real 
numbers and returns a real number. 

‣ A softmax function receives in input a vector of real numbers of dimension  and 
returns a vector of real numbers of dimension . 

‣ Softmax: given a vector of real numbers in input  of dimension , it normalises it 
into a probability distribution consisting of  probabilities proportional to the 
exponentials of each element  of the vector . More formally, 

 for .

n
n

z n
n

zi z
softmax(z)i =

ezi

∑n
j=1 ezj

i = 1,..n
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Gradient-based Optimisation

‣We will now discuss a high-level description of the learning process of the 
network, usually called gradient-based optimization. 

‣ Each neural layer transforms his input layer as follows: 

 

‣ And in the case of a relu function, we will have 

 

‣ Note that this is a simplified notation for one layer, it should be  for layer 
.

output = f(w1x1 + . . . + wnxn + b)

output = relu(w1x1 + . . . + wnxn + b)

w1,i
i
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Gradient-based Optimisation

‣ The learning is based on the gradual adjustment of the weight based on a 
feedback signal, i.e., the loss described above. 

‣ The training is based on the following training loop: 

‣ Draw a batch of training examples  and corresponding targets . 

‣ Run the network on  (forward pass) to obtain predictions . 

‣ Compute the loss of the network on the batch, a measure of the mismatch 
between  and . 

‣ Update all weights of the networks in a way that reduces the loss of this 
batch.

x ytarget

x ypred

ypred ytarget
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Stochastic Gradient Descent

‣ Given a differentiable function, it’s theoretically possible to find its 
minimum analytically. 

‣ However, the function is intractable for real networks. The only way is 
to try to approximate the weights using the procedure described 
above. 

‣ More precisely, since it is a differentiable function, we can use the 
gradient, which provides an efficient way to perform the correction 
mention before.
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Gradient-based Optimisation

Credit: Sebastian Raschka
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Stochastic Gradient Descent

‣ More formally: 

‣ Draw a batch of training example  and corresponding targets . 

‣ Run the network on  (forward pass) to obtain predictions . 

‣ Compute the loss of the network on the batch, a measure of the mismatch between  and . 

‣ Compute the gradient of the loss with regard to the network’s parameters (backward pass). 

‣ Move the parameters in the opposite direction from the gradient with:  

where  is the loss (cost) function. 

‣ If you  have a batch of samples of dimension : 

 for all the  samples of the batch.

x ytarget

x ypred

ypred ytarget

wj ← wj + Δwj = wj − η
∂J
∂wj

J

k

wj ← wj + Δwj = wj − η average(
∂Jk

∂wj
) k
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Stochastic Gradient Descent

‣ This is called the mini-batch stochastic gradient descent (mini-batch SGD).  

‣ The loss function  is a function of , which is a function of the weights. 

‣ Essentially, you calculate the value , which is a function of the weights of the network.  

‣ Therefore, by definition, the derivative of the loss function that you are going to apply will 
be a function of the weights. 

‣ The term stochastic refers to the fact that each batch of data is drawn randomly. 

‣ The algorithm described above was based on a simplified model with a single function in a 
sense.  

‣ You can think about a network composed of three layers, e.g., three tensor operations on the 
network itself.

J f(x)

f(x)
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https://blog.paperspace.com/intro-to-optimization-in-deep-learning-gradient-descent/
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https://www.cs.umd.edu/~tomg/projects/landscapes/ 
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Backpropagation Algorithm

‣ Suppose that you have three tensor operations/layers  with weights , 
 and  respectively for the first, second, third layer. You will have the 

following function: 

 

with  the rightmost function/layer and so on. In other words, the input layer is 
connected to , which is connected to , which is connected to , which 
returns the final result. 

‣ A network is a sort of chain of layers. You can derive the value of the “correction” 
by applying the chain rule of the derivatives backwards. 

‣ Remember the chain rule .

f, g, h W1

W2 W3

ypred = f(W1, W2, W3, x) = f(W3, g(W2, h(W1, x)))

f()
h() g() f()

( f(g(x)))′ = f′ (g(x))g′ (x)
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Backpropagation Algorithm

‣ The update of the weights starts from the right-most layer back to the left-most layer. For 
this reason, this is called backpropagation algorithm. 

‣ More specifically, backpropagation starts with the calculation of the gradient of final loss 
value and works backwards from the right-most layers to the left-most layers, applying 
the chain rule to compute the contribution that each weight had in the loss value. 

‣ Nowadays, we do not calculate the partial derivates manually, but we use frameworks 
like TensorFlow and Pytorch that support symbolic differentiation for the calculation of 
the gradient. 

‣ TensorFlow and PyTorch support the automatic updates of the weights described above. 

‣ More theoretical details can be found in: 

   Ian Goodfellow, Yoshua Bengio and Aaron Courville. Deep Learning. MIT Press. 2016.
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Networks and Computational Graphs

From: Stuart Russell and Peter Norvig. Introduction to Artificial Intelligence. 4th Edition. 2020.
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Convolutional Networks

‣ Convolutional networks are  
networks that contain a mix of 
convolutional layers, pooling 
layers and dense layers. 

‣ A convolutional layer is a layer of 
a deep neural network, which 
contains a convolutional filter. 

‣ A convolutional filter is a matrix 
having the same rank as the 
input matrix but a smaller shape.
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Convolutional Networks

‣ A pooling layer reduces a matrix (or 
matrices created by an earlier 
convolutional layer to a smaller 
matrix). Pooling usually involves 
taking either maximum of average 
value across the pooled area. 

‣ A pooling operation divides the 
matrix into slices and then slides 
that convolutional operation by 
strides. 

‣ A stride is the delta in each 
dimension of the convolutional 
operation.



Mirco MusolesiSSM Course 2023-2024

Convolutional Networks

‣ Pooling helps enforce translational 
invariance, which allows algorithms 
to classify images when the position 
of the objects within the images 
change, in the input matrix. 

‣ Pooling for vision applications is 
usually called spatial pooling. 

‣ Pooling for time-series applications 
is usually referred to as temporal 
pooling. 

‣ You can also hear the expressions 
subsampling and downsampling.
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Recurrent Neural Networks
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LSTMs

‣ It is a kind of RNN that does not suffer from the problem of vanishing 
gradients. 

‣ In fact, an LSTM can choose to remember part of the input, copying 
it over to the next time step and to forget other parts. 

‣ LSTM stands from long short-term memory. LSTM is a kind of RNN 
with gating units that does not suffer vanishing gradients.
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Residual Networks
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Deep Learning Applications

‣ The number of application of deep learning is increasing everyday: 

‣ Image and video processing and vision; 

‣ Machine translation; 

‣ Speech generation; 

‣ Applications to many scientific fields (astronomy, biology, etc.). 

‣ See for example the problem of protein folding. 

‣ One of the biggest achievement is the extension of the domain of reinforcement learning. 

‣We refer to the convergence of deep learning and reinforcement learning as deep 
reinforcement learning. 

‣ Applications of deep reinforcement learning include games, robotics, etc.
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Neuroscience and Deep Learning: Some 
Caveats

‣ Neuroscience can be an inspiration, but we should remember that we are trying 
to “engineer” a system. 

‣ Actual neurons are not based on the simple functions that we use in our systems. 

‣ At the moment, more complex functions haven’t led to improve performance 
yet. 

‣ Neuroscience has inspired the design of several neural architectures, but our 
knowledge is limited in terms of how the brain actually learn. 

‣ For this reason, neuroscience is of limited help for improving the design of the 
learning algorithms themselves. 

‣ Deep learning is not an attempt to simulate the brain!
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Attribution Notice

‣ Portion of the material in the slides about convolutional networks, 
recurrent networks are modifications based on work created and 
shared by Google and used according to terms described in the 
Creative Commons 4.0 Attribution License. 

‣ Source: https://developers.google.com/machine-learning/glossary/ 

‣ Attribution license: https://creativecommons.org/licenses/by/4.0/

https://developers.google.com/readme/policies
https://creativecommons.org/licenses/by/4.0/

